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Abstract.	While early recommender systems have mostly focused on numeric ratings to model their interests, recent research in this area has explored a range of other sources that can provide information about user interests, such as their bookmarks, tags, social links, or reviews. One source of information that has received little attention so far is users’ membership in online communities. Online communities frequently evolve around specific topics. Therefore, user membership in a community could be interpreted as a sign of user interests in the topics of a particular community, and furthermore, could apply to personalized recommendations as a source of information. This paper explores the feasibility and the value of using users’ community membership as a source of personalized recommendations for individual users. The first part of the paper focuses on feasibility. It attempts to assess to what extent the interests of users within the same community are truly similar. The second part focuses on the value of this information to personalized recommendations. It suggests several recommendation approaches that use community membership information. It also assesses the comparative quality of recommendations that are generated by these approaches. In particular, we substantiate our approach with one typical social bookmarking system, CiteULike. The results of our study demonstrate that the interests of members of the same communities are significantly closer than the interests of non-connected users. Moreover, we found that recommendation approaches based on community membership produce recommendations that are as accurate as those produced through a collaborative filtering approach, but with better efficiency. The recommendations are also more complete than those produced by a collaborative filtering approach. In addition, for cold-start users who have insufficient bookmarking information to reliably represent their interests, recommendations based on community membership are the most valuable.  
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1. Introduction	The ability to create and join online communities has emerged as one of the most popular features in many types of social systems. Online communities usually form around recognizable topics, such as a fan club of a musician, a community of Hadoop programmers, an online forum for students taking the same class, or an online space for members of the same project. In this context, a user’s membership in a community might indicate his or her interests in the topic of the community. Social dynamics in online communities extensively focus on contributing and distributing topic-relevant information [25]. Information shared by one community member frequently attracts the attention of other members [9]. Therefore, the social associations formed between members of the same community could be used as an information source to open up new possibilities 



to improve the information access of online users, and particularly to enhance personalized recommendations for users who are engaged in various communities. To put this idea into the context of modern research about online sociality, we could consider membership in the same community as a social link between users. The pervasiveness of online sociality has brought scholarly attention to the use of online social networks as a valuable source of information for personalized recommendations. The direction of research is collectively referred to as ‘social recommendations’. Social recommendations usually leverage users’ online social networks by augmenting or replacing anonymous ‘peers’ used in collaborative filtering approaches with users’ social connections. However, existing social recommendation approaches have predominantly1 focused on just a few types of online social connections, such as friendship and trust [23, 24]. Despite the growing popularity of online communities (see Section 2.2), the social networks established by users’ memberships in the same community have not been truly explored for generating social recommendations. This paper attempts to bridge this gap by examining the feasibility and value of community-based social networks as a useful information source for personalized recommendations. The first part of this paper focuses on the feasibility of community membership as a useful information source. In specific, the parts attempts to uncover the presence of shared interests among the members of the same community. The presence of shared interests is a critical condition for using community membership information as a source of personalized recommendations. We examine the presence of shared interests by assessing the following hypothesis: 
H.1 Information similarity between two members of the same community is higher than information similarity 

between two users who are not socially associated. The second part focuses in the value of community membership information. The part investigates a range of approaches to generate personalized recommendations for individual users using their community membership. To assess the value of these approaches, we compare them to collaborative filtering (CF) by assessing the following hypothesis: 
H.2  Recommendations based on users’ self-defined community membership are better than collaborative filtering 

recommendations based on anonymous peers. In this paper, both hypotheses are examined in the context of a popular social bookmarking system, 
CiteULike, where users actively participate in both communities and bookmarking activities.	The remainder of this article is structured as follows. Section 2 surveys existing literature on various problems of CF recommendation technology, online community membership, and other recommendation technologies based on online communities. Section 3 introduces the data set used in our study. The analysis of the shared interests among community co-members follows in Section 4. Section 5 introduces recommendation approaches based on community membership and assesses these approaches from several prospects. The article ends with a conclusion and discussion of possible areas of future work. 
2. Related	Work	

2.1. Collaborative	Filtering	Recommendation	Technology	and	Its	Problems	Personalized recommendations have emerged as a solution to problems of information glut, which is caused by the overwhelming amount of information available on the web. Among various recommendation technologies (such as, content-based, case-based, demographic-based, hybrid recommendations, and so forth),                                                            
1 According to our survey of the field, among the 40 existing studies of social recommendation approaches published through April 2016, 46% focus on friendship links and 39% focus on trust links between users [23]. 



the most popular is collaborative filtering (CF). A number of well-known companies, such as Amazon, Netflix, Last.fm, and YouTube have adopted and demonstrated the effectiveness of the technology [45, 48]. The CF systematically employs a process of ‘word of mouth’ to produce personalized suggestions based on preferences of like-minded anonymous ‘peers’ in a fully automated way. In spite of the strengths and big success of this approach, the use of a fully automated black-box process has called the quality of CF recommendations into question. There are several studies that have shown that CF technologies are vulnerable to attacks from malicious users [14]. For instance, a group of ad-hoc users are able to copy other users’ rating profiles and shift the recommendation predictions to the desired directions to make profits [44]. Even if well-intended users have eccentric preferences (so-called “gray/black sheep users”), their small overlap of ratings with other users makes it difficult for a recommender system to find their peer cohorts and recommend relevant items [13]. CF recommendations also suffer from such problems as data sparsity, cold-start users, and computational overload [37]. The problems of CF technology have occurred in part because of a lack of user involvement in the recommendation processes. Although users are the recipients of CF recommendations, the recommender systems do not allow users to get involved in the choice of their peers—or even to know who their peers are. Therefore, it is timely to reconsider current CF technologies to find a way to allow users to participate in their recommendation process. In this paper, as one solution, we suggest substituting CF’s anonymous “peers” with users’ self-defined social connections, specifically community-based social connections. 
2.2. Online	Community	Membership	Community activities are usually centered on one topic and are targeted to distribute and contribute topic-relevant information. Hence, we suggest that community membership embeds a strong object-centered sociality. The object-centered sociality theory explains that information objects are the main social interaction triggers and anchors of online communications [32]. Specifically, when a social system aims to manage information items, such as bibliographical information like CiteULike, the users’ main motivations to join communities are to acquire and distribute useful information. For example, Hwang, et al. [15] demonstrated that the social dynamics of online communities are developed around information objects, rather than around social acquaintances or personal traits. The study showed that at the beginning of their activities, community members tend to rely more on the other members whose geographic and social distance is close to them. This behavior was caused by uncertainty about the given topic and concerns about sharing knowledge. However, as users accumulated more experience in the online community system and gained more knowledge, they preferred knowledge provided by experts [15]. The theory of communal	sharing also indicates that the social dynamics of community membership are information-oriented. Community members treat information objects as their shared assets and are willing to contribute what they can. Members do not typically pay attention to the portion of contributions made by each individual member and do not expect to receive something in return for their contributions. Simply being a member of a community is sufficient, because they are able to use the resources that the community is sharing [1]. Unlike our study, which concentrates on group memberships that are explicitly defined by members, most of the studies about online community dynamics focus on deriving implicit communities using various machine-learning techniques and graph theories [3]. In this context, the contribution of our study is a novel personalized recommendation approach that is based on users’ explicitly	defined community memberships. Beyond the context of personalized recommendations based on users’ community memberships, a range of studies in different fields have demonstrated the importance of online communities as a source of useful information and knowledge. Some studies demonstrated how knowledge generated and shared within online communities brought positive outcomes to both companies (for example, in the development of new products, enhancement of customer satisfaction, and improvement of working environments) [38] and customers (such as increased brand perception, cost-efficient marketing, and improved customer loyalty) [36]. Researchers suggested that online communities could bring financial values to community providers [27]. In public health, online communities have emerged as critical sources for patients and caregivers to acquire and share health-



related information [30]. However, existing research has rarely explored information-oriented interactions in online communities from individual members’ point of views. 
2.3. Community-Based	Recommendations	The attempts to use community membership information in personalized recommendations could be classified into two considerably different streams. One stream focuses on generating recommendations for a community as a whole, rather than for individual members; while another stream exploits communities that are implicitly inferred by users’ activities. Both streams are sometimes referred as community-based recommendation approaches. Existing community-based recommendation approaches for	the	whole	community suggest TV programs or movies to watch to a whole family [17]; venues and routes to travel to a group of people [46]; music to listen to when friends are together [21]; or restaurants that a group of friends would enjoy [2]. The recommendations targeting a group of people were typically generated by aggregating each member’s preference or by integrating the suggested items for each member into a single set [4]. The idea of the second stream focused on implicit	communities is to generate recommendations by first constructing implicit communities inferred by users’ various information activities and then suggesting items of interest to individual users by using the implicit community information. Existing recommendations based on implicit communities suggest interesting learning contents to students [19], points of interest based on users’ locations [42], or movies to enjoy [20]. Compared with a relatively large number of projects of the above two types, there are few projects that exploit users’ self-defined community membership to generate personalized recommendations for individual members. The study by Yuan and colleagues is one of few examples where community membership was used as a foundation of recommendations for individual members. In this study, users’ social connections, as defined by their community memberships, were fused with their online friendship connections. These integrated social “peers” were used as the foundations of social recommendations. A comparison with the CF approach using the Last.FM dataset, indicated that the use of social connections improved the overall quality of recommendations [43]. In another study, Garcia, et al. [12] generated recommendations of leisure activities at a tourist spot for groups of users, as well as for individual members of these groups using the same recommendation techniques. Moreover, the authors did not make any efforts to incorporate community membership information in the recommendations for individual users. In the current study, we attempt to bridge the research gap indicated above by exploring the feasibility and the value of this community-based	sociality. We performed an extensive two-part study of information encapsulated in users’ self-defined community memberships as a source for personalized recommendations. 
3. Data	Source	As a context for our investigation, this paper examines CiteULike.	CiteULike is one of the leading systems for managing and sharing bibliographic references. It is also one of the most well-known social bookmarking systems. Among other valuable features, the system enables users to engage in community activities. The system calls the communities ‘groups’. As a result, throughout this paper, the terms ‘community’ and ‘group’ will be used interchangeably. When CiteULike users find interesting references to read, they are able to save the information in the form of ‘bookmarks’, both in their personal repositories and in their community spaces simultaneously. The community spaces are specifically labeled as “group library”. Figure 1 briefly depicts the process. All other members of the corresponding community can see the newly posted bookmarks on their group library. 



 Figure 1. CiteULike interface enables users to post favorite references, both onto their personal repositories and group libraries simultaneously; the A area shows how a user can post an item to her personal repository (“your library”) and her two groups (“Adaptive-Web” and “Social Web”). Social tags assigned to this item by this user (the B area) will be added to the item in both the personal repository and the group libraries. The CiteULike data used in the study was assembled and distributed by the CiteULike administrators. The dataset contains the list of groups and members of each group. The dataset also includes a snapshot of each group library and each member’s personal bookmark repository, as of the time when the dataset was made. Additionally, the dataset contains the other CiteULike users who did not participate in any community activities and their bookmark repositories. Both group libraries and individual users’ repositories (whether they are group members or not) include the IDs of bookmarked references, social tags, and the timestamps. The metadata of the bookmarked references, such as titles, authors, published journals/conferences, abstracts, and publication years, was missing in the dataset. As a result, we collected the metadata separately. In the resulting dataset, in addition to the list of the whole CiteULike groups and the overall membership, both group libraries and individual users’ personal repositories comprise the bookmarked references. Regarding each bookmarked reference, the resulting dataset also contains the timestamps and various types of metadata, which ranges from titles, authors, publication years, published journals/conferences, abstracts, and the social tags of the references. Table 1 presents these statistics in a descriptive form. The dataset included 94,388 users and 1870 groups. Note that 8.5% of the user population (i.e., 8009 members) is a member of groups. These 8,009 users who participated in the online communities are our target users. Table 1. Descriptive Statistics about the Dataset of CiteULike Group Membership 
Groups & the 
Memberships 

No. of Groups 1,870 
No. of Users having at least one group membership 8,009 
No. of Group Membership 11,863 
Avg. No. of Members per Group 6.34 (σ = 16.3) 
Avg. No. of Memberships per Member 1.48 (σ = 1.7) 

Information 
Collections 

No. of Distinct Articles 3,210,960 
No. of Users 94,388 
No. of Bookmarks 3,869,993 
Total No. of Bookmarks in Group Library 324,486 
Total No. of Bookmarks in Members’ Repositories 1,122,121 
Avg. No. of Bookmarks per Group 173.52 (σ = 784.1) 
Avg. No. of Bookmarks per Member 140.11 (σ = 1133.8) 

4. Shared	Information	Preferences	among	Members	of	the	Same	Community	It is essential to determine if members of a same community (referred as co-members) share similar interests. The presence of shared interests among co-members is a required condition for the second part of this study—



community membership-based recommendations. This is required because the personalization is based on the overlapping preferences between a targeted user and their reference peers. To assess the presence of shared interests among community members, this section compares the information similarity of group co-members with other pairs of users who are not socially associated, as stated in H.1. Moreover, group libraries, which are jointly built by group members, might be good sources of information. Thus, we will assess the comparative advantage of group libraries over co-members’ personal repositories as a practical information source. In this section, first we describe the kinds of information similarity measures. Specifically, we consider two types of similarity measures: one type is based on users’ bookmark records and another type is based on the metadata of users’ bookmarks. The next sub-section presents the information-sharing pattern among community co-members. It is followed by an analysis to show the usefulness of both the personal repositories of co-members and of group libraries. 
4.1. Information	Similarity	Measures	As explained above, the CiteULike dataset consists of bookmark collections and their related metadata. In order to include both types of data as users’ information preferences, we explored seven kinds of bookmark-based and metadata-based similarity measures, as shown in Fig. 2. In the following sub-section, we explain how to compute each similarity measure. 

  Figure 2. A summary of similarity measures We will use the following notations for the rest of this paper. B	is the user-item bookmark matrix, B= {B	ui}l×n where	l	and n denote the number of users and items, respectively. u∈{u1, … , ul} represents users and i∈{i1, …, in} denotes items. The bookmark of user u on item i is bui. The values of all bookmarks are unary (the presence of a bookmark only represents a user’s interest). 
4.1.1. Similarity	Measures	for	Bookmarks	The first four kinds of measures gauge the degree of information similarity, based on users’ bookmarks. The most traditional way to measure the similarity of two users’ bookmark collections is the	number	of	co-
bookmarks. The measure simply counts the number of common items between two given bookmark collections. In spite of its popularity, this measure’s major shortcoming is its absence of a tendency to proportionally compute the similarity to the size of two users’ union bookmark set [26]. Let’s assume that there are two user pairs. The number of union bookmark set made by one pair (e.g. user a and b) is 300 items, and the union bookmark set of another pair (e.g. user c and d) is 40 items. When the numbers of co-bookmarks of both pairs are 20, even though the similarities are the same, the former pair’s agreement among bookmarks is much more significant than the latter pair. To account for the varied sizes of union bookmark sets, the second bookmark-based similarity measure is the Jaccard	coefficient. It is the most popular	normalized measure for bookmarks [28, p. 401]. Let us assume 



that users a and b are in comparison and that variables Ba and Bb denote the users’ bookmark collections, respectively. The Jaccard coefficient is computed as the following.  Jaccard Power (, ) = |∩||∪|         Eq. (1)  The third bookmark-based similarity is the log-likelihood	similarity. This method considers how likely the overlap of interests are to occur by chance [29]. For example, co-bookmarking the same 10 items out of a collection of 100,000 items is much less likely (and thus could be considered as a stronger evidence of similarity) than co-bookmarking the same 10 items in a collection of 100. This measure also accounts for the number of items bookmarked by each of the given users and the number of items that are not bookmarked by either of them. Λ(, b) =  , × ~,~ =  , × ,~ × ~,~ × ~, = ,~,~     Eq. (2) where Λ(a, b) denotes the log-likelihood similarity between user a and user b. na,b is the number of items bookmarked by both user a and b, and na or nb is the number of items bookmarked by only user a or user b, respectively. n~a,~b is the number of items bookmarked by neither user. The resulting value is in the range 1 to -1, where a large positive value means that users are similar to one another, and a large negative value means that they are dissimilar to one another [29]. The last bookmark-based similarity measure is the popularity	weight of co-bookmarked items. It tries to account for the popularity	bias in measuring information similarity, given the fact that users are more likely to notice popular items than rare items [16]. Due to the popularity bias, co-bookmarking of popular items (for example, “Avatar” for measuring movie tastes) offers less evidence about users’ shared interests than co-bookmarking of rare items (for example, an independent French film). Therefore, we incorporate popularity bias into the number of co-bookmarks by using the average inverse item popularity, as   = ∑ log ∈            Eq. (3) where IPab is the popularity weight of co-bookmarked items between user a and b. Item i is one of the items that users a and b have commonly bookmarked (i.e.  ∈  ),	and L is the total number of users. li is the number of users who bookmarked the item i and nab is the number of co-bookmarks between users a	and	b. Two users sharing less popular items are thus assigned a higher popularity weight value [39]. 
4.1.2. Similarity	Measures	for	Metadata	Due to the overwhelming volume of information available online, our bookmarking process is irregular and opportunistic. It means that users with similar interests may not necessarily end up bookmarking exactly the same items. In this case, we can more reliably measure the similarity of interests on the level of an item’s metadata than on the level of bookmarks. The three measures introduced in this subsection assess the degree of similarity between users using the metadata of users’ bookmarked references. Given the nature of the CiteULike dataset, the kinds of metadata include reference titles, author names, and social tags. Note that our CiteULike dataset also contains other types of metadata, such as abstracts and journal/conference names, which could be used to infer users’ preferences. However, CiteULike does not include these types of metadata for more than the half of the references, so we have left the exploration of them for future studies. In order to compute the similarity of these kinds of metadata, we used a vector space model [34]. The first metadata-based similarity is title-based	similarity, which uses reference titles. As Mori et al. [31] suggested, a title of an article is a concise descriptor of the topic and title keywords identify semantic entities in articles. When title keywords in two articles are similar, the co-appearance of the same keywords represents 
the closeness of the semantic context among the entities of two articles [31]. When computing similarity based on titles, we collected the titles of all of the references in each user’s bookmark repository. Then, all of the keywords of the titles were aggregated into one bag. Hence, we made 8,009 individual bags of title keywords 



for all of our target users. Then, for effective comparison, we applied text-processing techniques separately to each user’s bag of title keywords. The keywords were case-normalized to lower-case letters, all stop words were removed, and the Porter stemmer was applied to reduce word variations to their stems or roots [41]. The individually processed bag of title keywords for one user was converted into a title keyword vector that consisted of keywords with term frequency/inverse user frequency (TF/IUF) weights. TF/IUF is an adaptation of the original term frequency/inverse document frequency (TF/IDF) formula, where each corresponding user is treated as a document [28]. The user frequency indicates how many users have bookmarked references with titles that contain the corresponding keywords. The second metadata-based similarity is author-name	based	similarity. When a user has bookmarked several papers written by a particular author, we can easily infer that the user’s interests reside on the author’s research topics. Hence, author names are important anchors to find interesting references and are indicative of interests on related topics. In each user’s bookmark repository, all author names of their bookmarked references were aggregated into one bag. The author-name bag for each user was separately converted into an author-name vector with the TF/IUF values. Since author names are proper nouns, text-processing techniques were not applied. The user frequency in the author-name vector counts the number of users who bookmarked papers written by a specific author. The last metadata-based similarity measure is similarity based on users’ social tags. Since social tags provided by a user represent their conceptual understanding or categorization of a reference [33], the tags can serve as rich evidence of user interests. When two users have many common tags, it could be considered as evidence that their interests are similar to each other. In this study, tag-based similarity is calculated based on bi-partite (user-tag) relations (namely, how frequently two users apply the same tags regardless of the annotated items). Before building a social tag vector, we cleaned up pseudo-tags such as “no-tag” and “*file-import-xx-xx-xx.” Because the pseudo-tags are automatically assigned by the CiteULike system, they do not carry any information about user interests. Next, we made a tag bag that consisted of a user’s whole system of tags. The same text-processing techniques used for paper titles (case normalization, stop-word removal, and stemming) were applied to the individual tag bags. For the tag vector, we computed the TF/IUF values, where the user frequency counts the number of users who annotated their bookmarks with the corresponding tag. Once all metadata vectors were built (titles, author names, and tags), the similarity between a pair of users was computed using cosine similarity [29]. 
4.2. Information	Similarity	between	Co-Members	of	the	Same	Community	In this section, we explore whether the members of the same community share similar interests by testing the H.1 hypothesis. We do so by computing and comparing all seven kinds of similarity for the pairs with co-memberships of the same group, as well as for the pairs without any social connection. Table 2 shows the comparison of similarity measures. For four bookmark-based measures, co-member pairs have higher similarity than the pairs of unconnected users. All differences are statistically significant (t = 32.22, 
p <.001 for the number of co-bookmarks; t = 58.62, p < .001 for the Jaccard coefficient; t = 32. 24, p <.001 for the log-likelihood similarity; and t = 54.54, p <.001 for the popularity measure).    



 Table 2. Similarity of group co-members 
 Bookmark-based	Similarity	 Metadata-based	Similarity	

No.	of	Co-
bookmarks	 Jaccard	

Log-
Likelihoo

d	
Popularity	 Title	 Author	

Name	 Social	Tag	

Group Co-Members .26 1.59% 5.0% 8.00 11.2% 2.2% 6.0% User Pairs Not Socially Connected .04 0.02% 2.3% 6.92 1.5% 0.1% 0.2% 
The results of metadata-based similarity comparison (refer to the last three columns) demonstrate the same patterns. For three metadata-based measures, group co-members had significantly higher similarities than the non-connected pairs (t = 53.69, p <.001 for title-based similarity; t = 322.47, p < .001 for author-name based similarity; t = 165.71, p <.001 for tag-based similarity). As a result, hypothesis 1 can be conclusively accepted for all examined similarity measures; group co-members bookmarked more similar items and shared more comparable topics of interests than users without any group association.	For our next analysis, we examined the usefulness of group libraries. For users engaged in community-based sociality, CiteULike provides access to two kinds of information sources: (1) personal repositories of co-members that we explored above; and (2) group libraries. The question we are addressing in this subsection is whether both kinds of sources are helpful for a user when he is looking for valuable information. To answer this question, we compared which of these two sources holds more items that are similar to a targeted users’ information collection. Before executing this analysis, each member’s contributions to his group library need to be excluded. Otherwise, when counting the common items between a member’s collection and his group libraries, the items contributed by the member will be mistakenly counted as matches. In addition, for personalized recommendations based on community membership in section 5, when a user’s own contributed items are included as a part of candidate items for their recommendations, this is considered a data leakage. It is an unintentional bug to provide ground truth in the training data [18]. As a way to recognize each member’s own contributions to their group library without any system log record, we used the timestamp of each bookmark. When one item is posted on both a member’s personal repository and their group library with the time lag of not more than 60 seconds, we can assume that the item was posted by that member.2 Table 3 shows the results of the comparison. In case of the number of co-bookmarked items, the results of the independent t-test demonstrated that users have significantly more common items with their group libraries (M = 2.63) than with co-members’ repositories (M = .26, t = 60.39, p < .001). The popularity-adjusted measure and log-likelihood also shows that users share a much larger fraction of user-specific and rare items with their group libraries than with their co-members’ personal repositories (t = 42.44, p < .001 for the popularity weight of co-bookmarked items; t = 103.34, p < .001 for the log-likelihood similarity). However, no significant difference was found for the Jaccard coefficient (t = -1.34, p	= 0.18).                                                            

2 In general, the presence of the same item in a member’s personal repository and their group library can indicate two cases: one is that the member posted the item to the library (refer to Fig. 1) or another is that the member copied it from there. However, it is highly unlikely that a member has copied an item from the group library to the personal repository within 60 seconds of posting this item to the group library by another user; this would require an onerous action of checking the group library’s update to reach a decision to copy within 60 seconds. 



Table 3. Information similarity: user collections vs. group libraries and user collections vs. co-members’ personal repositories 
Group	 Co-member	

No.	of	Co-bookmarks	 2.63 .26 
Jaccard	 1.5% 1.6% 

Log-likelihood	 26.9% 5.0% 
Popularity	 28.10 8.00 

Title	 19.8% 11.2% 
Author	Name	 5.6% 2.2% 
Social	Tag	 9.8% 6.0% All metadata-based similarity measures also confirm that users exhibit more common interests with their group libraries than with co-members’ personal collections. The titles and author names of users’ bookmarked items were significantly more similar to their group libraries (M = .198 for titles; M = .056 for author names) than to their co-members’ collections (M = .112, t = 56.78, p < .001 for titles; M = .022, t = 31.13, p < .001 for author names). Users also used more comparable social tags with their group libraries (M = .098) than with their co-members’ repositories (M = 0.60, t = 26.02, p < .001).  Summing up the above evaluations, the interests of members participating in the same group are significantly more similar than the interests of users with no social associations. Moreover, group libraries—communal spaces of communities—appear to be more promising information sources than co-members’ personal repositories. In the following section, we leverage our findings about the feasibility of group-based sociality as an effective information source in a deeper level by generating personalized recommendations based on users’ community memberships, and compare the overall quality to the CF recommendations. 

5. Personalized	Recommendations	Based	on	Users’	Community	Membership		The second part of this paper aims to assess the value of social networks established by users’ community memberships. This section assesses the hypothesis H.2. We generate personalized recommendations based on users’ self-defined community membership and assess the quality of these recommendations by comparing it with CF recommendations, which are based on anonymous peers. At the beginning of this section, we introduce four types of recommendation algorithms used in our study, including the baseline CF. The next sub-section describes the way to assess the recommendations. It is followed by an analysis to show the comparative advantage of recommendations based on community membership over CF. The last sub-section examines the extent of the value of this community-based sociality for cold-start users. 
5.1. Recommendation	Algorithms	and	the	Evaluation	Approach	In this study, we explored a range of community-based recommendation approaches. They were contrasted against each other and against the CF baseline. Figure 3 shows the overall design space of our community-based recommendation algorithms.  



  Figure 3. Overall design space of group membership-based recommendation algorithms 
5.1.1. Collaborative	Filtering	Recommendations	Among the various algorithms for CF recommendations [40], we chose the singular vector decomposition (SVD) with alternating least-squares with weighted regularization (ALS-WR) factorizer [5, 8, 11]. The first step of SVD is to compute a low-rank approximation of the l×n	bookmark matrix B.	When f is the number of latent factors to be extracted, we are able to derive two f-dimensional lower-rank matrices: R ≈ PQT. One matrix P presents users’ latent factor vectors, where  ∈ × . The u-th row of P matrix,	pu is a user u’s vector, of which elements indicate the degrees of the user’s association with	f latent factors. Another matrix Q	presents items’ latent factor vectors, where  ∈ × . The i-th row of Q vector, qi, is an item i's vector, of which elements represent the degrees of the item’s association with f latent factors. The inner product between the two vector elements approximates the probability of the missing bookmarks, b  (i.e. how likely a certain user u is going to bookmark item i) [6] as the following. 

 =   Eq. (4) 
However, the major challenge of SVD is to minimize the error of prediction, eui = bui -  . When users bookmarked a tiny percentage of items, the user-item bookmark matrix has many holes (missing values). As a result, the typical SVD algorithm cannot find P and Q. One solution for this problem is to fill out the missing values with some arbitrary numbers, such as zero or one. However, when a system fills out the missing values in the wrong way, even if it is possible to find P and Q, the results are highly prone to overfitting [22]. As the way to solve both data sparsity and overfitting problems in SVD, Zhou et al. [47] proposed the ALS-WR. It aims to learn latent-factor matrices by fitting the existing bookmark records. From known bookmark records, we model P and Q with a weighted-λ-regularization, as in Eq. (5): 

(∗, ∗ ) =  min∗,∗   (,)∈ + λ(‖‖ + ‖‖) Eq. (5) 
where K contains all (u,	i) pairs for which the bui is known (the training set). λ is a constant to control the degree of regularization and is usually decided by cross-validation [11]. The next stage is to compute the alternating least squares (ALS). ALS aims to minimize noises and possible errors on the above-regularized model. The basic idea is that when both P and Q are unknown it is possible to fix one of the matrices and to compute another matrix again by solving a least-squares problem. This algorithm alternates the steps by fixing one or both of the matrices. Specifically, when Q	is fixed, so as to re-compute the P matrix, ALS computes a separate ridge regression for each user. It takes the latent vector (qi) of items bookmarked by the user u	as input variables and the value of his bookmarks (bui) as output variables. 

 =  [][] =   ∈  Eq. (6) 



 = [] =  ∈  Eq. (7) 
where Au is the covariance matrix of user u’s item latent factor vector (having the number of factor f), which is the input, and du is the input-output covariance vector. Finally, it finds the optimal value for pu by the ridge regression, as  = ( + ) Eq. (8)  = ( + )  Eq. (9) 
E is the f-dimensional identity matrix and  ∈ × . lu is the number of items bookmarked by user u. Similarly, when P is fixed, we can re-compute the Q matrix using the Eq. (9) (ni is the number of users who bookmarked item i) [11]. 

5.1.2. Community	Membership-based	Recommendations		Our community membership-based recommendation algorithms aim to assess whether community-based sociality possesses a comparable quality to anonymous peers providing CF recommendations. Therefore, we adopted a strategy to replace the anonymous peers with users’ community-based sociality. In specific, in selectively choosing community-based social peers, we proposed three strategies: 1) a ‘GMem’ approach, to generate recommendations only based on co-members’ personal repositories; 2) a ‘Group’ approach, to generate recommendations based on both co-members’ personal repositories and group library; 3) a ‘Community’ approach, to simply pick up the most popular items among co-members without applying any personalization techniques. Before executing prediction probability computations for every target user, the GMem recommendations build a separate submatrix that was only made up of the target user’s bookmarks and his group co-members’ personal repositories. The second recommendation approach (‘Group’) uses the submatrix that is composed of a target user’s bookmarks, group co-members’ personal repositories, and his group libraries (except for his own contributions to group libraries). When computing prediction probabilities of community-based recommendation approaches, we used the same matrix factorization approach as the CF recommendations. Specifically, the matrix factorization was individually applied to every submatrix. Due to the small number of bookmarks and the denser matrix, the recommendations could be efficiently generated and updated. The standard matrix factorization approach feeds all bookmark data of the whole user population onto the computation at one time, and requires an accordingly significant memory size. Moreover, the CF recommendation algorithm requires a large number of latent factors (for example, over 100 for the Netflix dataset [47]) that are directly correlated to the computational cost. Because the members of a group tend to have a narrow focus on a certain topic, the submatrix-based factorization does not require us to compute a large number of latent factors. In a situation where online users’ participation is increasing, the large-scale based CF recommendation approach has a serious scalability problem [35]. In contrast, for our group membership-based recommendations, whenever there are modifications of the bookmarks of a group’s social connections, we can simply update the corresponding submatrix and apply the matrix factorization method. Finally, the community vote approach (marked as Community) is the simplest and non-personalized approach among the approaches explored in our study. For each target user, we simply chose the most popular items in his group libraries and co-members’ repositories while eliminating the items that the target user had already bookmarked. To determine popularity, we counted how many times each item appeared in group libraries and co-members’ collections. Then, the items were ranked in descending order of popularity and were suggested as community vote-based recommendations.  



5.1.3. Adding	Metadata	Information	of	Items	in	Recommendations	The results from Section 4 indicate that it is critical to consider not only users’ bookmarks, but also the metadata of bookmarked items to represent shared interests. Because the bookmark records do not have rating values, the presence of bookmarks does not carry the reason and the degree of the bookmarkers’ interests. Accordingly, the recommendation approaches that are based solely on bookmark records, whether they are based on CF or community-based approaches, merely count the number of co-appearance of items in given users’ collections. That means, when some candidate items bookmarked by the same set of peers, the final prediction probability of each candidate item would be exactly the same, even though the items are likely to have different metadata, different content, and probably had different reasons to be bookmarked. Therefore, by using bookmark presence alone, it might be difficult to produce elaborate and accurate suggestions. As a way to enhance the accuracy of recommendations, we propose a strategy to incorporate the metadata information of items in recommendations: content similarity weights (namely, “_CW” postfix). Specifically, we use the content similarity weights to integrate users’ perception of the items (represented by their social tags) and item content (represented by the title keywords) into recommendations. Once a list of candidate items is selected from CF recommendations or community-based recommendations, on the last step to choose the final suggestions shown to the users, the system compares how the metadata of the candidate items—title keywords-based and tag-based similarities—are similar to a target user’s keywords and tags. The following equation denotes the way to apply the content similarity weights, for instance, to the CF recommendations. 
CF_CW, =  ∑  _ ,∈  ×  −   +  −   Eq. (10) 

The above equation shows CF recommendations using the content similarity weight (CF_CW) of a candidate item i for a target user u. For every candidate item, the system calculates the cosine similarity (kui) between a user u’s title keyword vector	ku and the title keyword vector of item i, ki. It also calculates another cosine similarity (tui) of a user u’s tag-based vector tu	and the tag-based vector of item i, ti. These two cosine similarities are combined as one content similarity weight. In order to normalize the values, we applied the 
standard	score using the mean µ and standard deviation σ of the corresponding similarity measure, respectively [10]. The content similarity value is multiplied by the final prediction probability value of matrix factorization recommendation (namely, the SVD algorithm) for the item i. In this case, v	denotes one of the user u’s anonymous peers (pu) who has the candidate item i	in his bookmark collection. V is the number of peers who have the candidate item i in their bookmarks. In the same way, the content similarity weights were applied to community-based recommendations, as well. In our preliminary experiment, we found that all types of recommendations were significantly improved when they were fused with the content similarity weights. Hence, in this study, we do not consider recommendations without content similarity weights. 
5.1.4. The	Evaluation	Approach	To evaluate the proposed recommendation algorithms, we focused on 8,009 target users who have community membership. The target users’ bookmark sets were randomly split into 10 equal-sized subsets so as to execute a ten-fold cross-validation. For each iteration, one set of the 10 subsets was used as a test set, and the other nine sets were used as a training set. This process was repeated 10 times with a different test set each time. Recommendations were assessed by the number of hits; i.e., the recommended items that are present in the test set. We used traditional evaluation methods for information retrieval, precision, and recall, since the bookmarks in the CiteULike dataset do not have numeric ratings. The measure of precision aims to measure the accuracy of the recommendations, and the measure of recall aims to measure the recommendations’ completeness. 



Recommendations are usually displayed in a ranked list. Users expected that items in higher ranks would be more important than items in lower ranks. Therefore, the position of correct recommendations is a critical evaluation criterion of recommendations. Specifically, the precision at rank N (precision@N) is, in the top N recommendations, the ratio of correctly predicted items to the number N (Eq. 11). The recall at rank N (recall@N) is, in the top N recommendation, the ratio of correctly predicted items to the total number of relevant items (Eq. 12). We computed the precision and recall, according to three different top N ranks (top 10, top 5, and top 2). precision@N =  No. of correct predictionN of top N set =  test ∩ top NN  Eq. (11) 
recall@N =  No. of correct predictionsize of test set =  test ∩ top Ntest  Eq. (12) 

It is known that the precision and recall move in opposite direction with the growth of N; i.e., the recall is improving while the precision is decreasing. To address this problem, some evaluations prefer to use a single measure, the harmonic mean of precision and recall (F1). However, in this study, in order to examine the different impact of evaluated approaches on both precision and recall, we did not compute the F1 measure. 
5.2. The	Results	of	Comparative	Evaluation	of	Community-Based	Recommendation	Approaches	This subsection attempts to confirm the second hypothesis by providing evidence that community-based sociality is a valuable information source for generating personalized recommendations. To achieve this goal, we compared the quality of three community-based recommendation approaches with the baseline CF recommendations. Figure 4 displays the precision and recall results, respectively. The one-way ANOVA analysis shows that the four recommendation approaches performed differently, with a statistical significance for both evaluation criteria and in all ranks (F = 111.17, p < .001 for top 10 precision; F = 99.34; p < .001 for top 5 precision; F = 71.96, p < .001 for top 2 precision; F = 51.97, p < .001 for top 10 recall; F = 40.20; p < .001 for top 5 recall; F = 24.51, p < .001 for top 2 recall). To analyze the patterns of the differences in details, we executed a post-hoc Schaffé pairwise comparison. 

 Figure 4. Differences in recommendation quality, depending on the approaches used First, we tested whether community-based recommendation approaches achieved better quality than baseline CF recommendations. With respect to precision, the recommendations based on users’ community membership (either ‘GMem_CW’ or ‘Group_CW’) were not significantly more accurate than the CF recommendation approach in all ranks. However, the analysis of the recall demonstrated a different pattern. In 
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all ranks, both GMem_CW and Group_CW significantly outperformed the CF approach. As a result, while hypothesis H.2 cannot be accepted in respect to precision, it can be accepted in respect to recall measures. The community membership-based recommendations can produce suggestions that are as accurate as the baseline CF recommendations, while yielding significantly more complete suggestions than the CF recommendations. Next, we compared three community-based approaches—GMem_CW, Group_CW, and Community_CW—in order to find the most effective approach using users’ community membership. Among them, the non-personalized approach (Community_CW) performed significantly worse than the other two approaches. There was no significant difference between the two remaining approaches, Group_CW and GMem_CW. The quality of recommendations that were produced solely using co-members’ repositories was equivalent to the one based on both co-members’ repositories and group libraries. The worst performance of the non-personalized community vote shows that although group co-members share similar interests, summing up the shared interests without any personalization is not sufficient. To produce best results and fully leverage the wisdom of the community, more sophisticated community-based recommendations are required, such as GMem_CW and Group_CW. 
5.3. Community-Based	Recommendations	for	Cold-Start	Users	In our dataset, 2,589 target users (32.33% of our target users) have fewer than five bookmarks in their personal repository. For CF approaches, it is difficult to generate good recommendations for this type of users (known as new users), because their collections are too small to reliably represent their interests. This weakness of the CF recommendations is known as a cold-start	user problem. Some researchers suggest that social network-based recommendations could be a good solution to solve this cold-start user problem [7, 37]. In line with existing work, this section examines whether a community-based recommendation is also a good solution for the cold-start user problem. We compared the quality of four recommendation algorithms for 2,589 cold-start users.  

  Figure 5. Quality Differences in recommendations for cold-start users Figures 5 shows the results of precision and recall comparisons, respectively. We investigated the pattern of differences on the various recommendation approaches for new users. We found that both precision and recall tests yielded statistically significant differences (F	= 23.89, p < .001 for top 10 precision; F	= 21.48, p < .001 for top 5 precision;	F	= 16.02, p < .001 for top 2 precision;	F	= 20.73, p < .001 for top 10 recall;	F	= 15.01, p < .001 for top 5 recall; and	F	= 10.90, p < .001 for top 2 recall). The recommendations based on group members’ personal repositories (‘GMem_CW’) consistently generated better recommendations and thus outperformed CF 
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recommendations by a large margin in all ranks. In the top 2 results of GMem_CW, there was a 44.81% precision improvement and a 44.67% recall improvement over the CF recommendations. However, unlike similar levels of performance between ‘GMem_CW’ and ‘Group_CW’ for overall user population as the Figure 4 depicts, ‘Group_CW’ did not perform well for cold-start users. The results of the section 4.2 showed that users share user-specific and rate items with their group libraries. On the other hand, co-members’ personal repositories may reflect larger variety and multi-topic of interests of individual members. Therefore, for cold-start users who have not expressed their interests sufficiently, co-members’ repositories consisting of diverse items are more useful information source than group libraries consisting of items of narrow-topics. The results of this analysis shows that in situations where users’ preference data is insufficient, users’ self-defined social connections, such as association based on community activities, could be especially valuable as a source of useful information. 
6. Conclusion	and	Discussion	In this paper, we examined the feasibility and the value of user’s community membership (in our case, CiteULike groups) for generating personalized recommendations. The first part of this study focused on the feasibility aspect, and demonstrated that the information similarities between users belonging to the same community are significantly higher than the similarities between users in a random (not socially associated) pair. We also discovered that users share more common information with their group libraries than with personal repositories of co-members of the same communities. The second part of this study focused on the value aspect. By comparing several community-based recommendation approaches, we demonstrated that the recommendations based on community membership produce equivalent or better quality suggestions than CF recommendations. The two advanced community-based recommendations approaches (the one based on community co-members’ collections, and another based on both co-members’ collections and communities’ communal spaces) performed equally well while significantly outperforming a more primitive “community-vote” approach. The critical point here is that community-based recommendations exploited a submatrix that consists of a much smaller number of peers than the CF recommendations. That is, with fewer peers who were explicitly defined by users, our community-based approach produced equivalently accurate and more complete recommendations than the CF recommendation approach. At the same time, when we separately assessed the performance of recommendation approaches for cold-start users, the advanced community-based approach based on community co-members’ collections performed exceptionally well, and outperformed other algorithms by a large margin. This result demonstrates that community wisdom encapsulated in community-based information acquisition is especially valuable for generating recommendations for users who need information aids. Regarding the merit of communal spaces as a useful information source, the first feasibility part produced supporting evidence that users generally shared more similar information with their group libraries than with co-members’ personal repositories. However, the second part failed to show any additional value of group libraries for generating recommendations. The recommendations based only on co-members’ repositories were either equally good or better than the ones based on both co-members’ repositories and group libraries. We speculate that the nature of recommendation algorithms may account for the result. In the first part, we made a comparison between all group libraries and all of each user’s co-members. However, personalized recommendations must pin down a few of the most like-minded social peers and choose favorable items in the peers’ collections.  Altogether, this study presents three important specific contributions. First, this study empirically demonstrates the shared interests among members of the same community. Second, we suggest several recommendation approaches that are based on community membership, and demonstrate their benefits over 



traditional collaborative filtering. Third, we demonstrate that community-based sociality is an especially valuable source of recommendations for cold-start users. This study could be considered as one of the few attempts to examine the feasibility and substantiate the practical value of community-based social networks as a source of useful information for recommendations. The results of this study cast light on how to adequately provide personalized recommendations for individual users by using their online community membership information. It is important to acknowledge that our study has several limitations, which we will try to address in future work. While our study did help us to determine the best approaches among those we explored (in particular, outperforming the state-of-the-art CF approach), the precision and recall values of all approaches examined in this study are not high enough. We hope to find a better way to improve the overall quality of recommendations. We believe that the main problem with the quality of recommendations is the weakness of bookmarks as evidence of user interests. Since the bookmarking process is somewhat opportunistic, the 
presence of a bookmark certainly indicates that users have interests in certain items, but an absence of a bookmark does not necessarily indicate a total lack of interest. We plan to explore more sophisticated approaches to combine bookmarking and metadata sources to increase future performance. We also intend to explore a broader set of metadata; as previously mentioned, some metadata available in CiteULike were left out because they were available only for a subset of the papers. Finally, this study focuses on one system: CiteULike. To examine the generality of our results, we will explore other systems with community-based social connections that focus on different domains with different types of target items and different types of metadata. This research will show whether our feasibility hypothesis will hold for other domains, as well as to what extent the proposed recommendation approaches are applicable in other social systems and domains. 
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